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We will divide the considerable seismically active region into m≥2 nonintersecting sub regions. 
Let   

 
{ , M  }, j=1,. . ., ; t j

( )α
j
( )α Nα α =1,. . .,m 

 
be a seismic catalog of α -th sub region, m is the whole number of sub regions. Here  are time 

moments of earthquakes, M  - their values of magnitude. Let’s denote by  an intensity 
(number of shocks per time unit) of seismic process in the region “
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α ”. We shall use the following 
model of intensity: 
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where  - parameters,  - function of influence of µ α

β
α( ) ( ),≥ 0 b ≥ 0 )t(g )(β β -th region. We use the 

following model of such functions: 
 

)t(g )(β =                        (2) ∑
<

ββ

β

τ−−⋅−⋅
tt

)(
j0

)(
j

)(
j

)/)tt(exp())MM(rexp(

 
Here r≥0, >0 are parameters of the model,  is a cutoff magnitude value (minimal value to 

be considered in the analysis). Thus, according to formula (2), weight of the j-th event becomes 
nonzero for the moments , increases exponentially with its magnitude  and 
exponentially decay (with characteristic time 

τ M0

)(
jtt β> )(
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τ ) when time t increases from the moment of the 
earthquake . The sum of all such diminishing time response functions for time events rigorously 

less than the current time value t forms the general influence function  of β -th region. The 

 parameter are scaling factors and their values, in essence, determine the degree of influence of 

-th region on α -th (such influence we will denote by the sign “
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determine the degree of influence of the 
α
α( )

α -th region on itself. As for the parameter µ , its values 
reflects the contribution of the purely Poissonian component to the process intensity, for which an 
“influence function” is constant and equals 1. 
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Let fix for a while some values of the parameters (r, τ ) and consider a problem for choosing 

values of scaling factors parameters (µ ). We will use the maximum likelihood method. The 
logarithmic likelihood function for non-stationary point process for 

α
β
α( ) ( ),b

α -th region could be written in 
the following form [Cox, Lewis, 1966; Cox, 1975]: 
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where [0,T] is the time interval of observation. Thus it is necessary to find the maximum of the 
function (3) with respect to parameters ( ). From necessary conditions of maximum with 

respect to (µ ) it follows that: 
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Because parameters ( ) must be non-negative each of the term in the left-hand part of (4) 
becomes equal to zero at the point of maximum of function (3) because if the parameter is positive, 
the corresponding partial derivative becomes equal or zero, but if the maximum is attained at the 
boundary, the values of the parameter becomes equal to zero. Consequently, the following condition 
is satisfied at the point of the maximum of the log-likelihood function: 
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Let’s substitute expression (1) into (5) and divide by the length of the observational interval. Then 
we obtain another form of (5): 
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where  g
T

g s d
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0
s  - a mean value of the influence function. Substituting µ  from (6) 

to (3), we’ll obtain the following maximization problem, which is equivalent to (3): 
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where ∆g t g t g( ) ( ) ( )( ) ( )β β= − β , under the restrictions: 
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It is easy to show that function (7) is convex, its Hessian is negatively determined and thus the 
problem (7), (8) has a unique solution. 

We have fixed parameters (r, τ ) until. The reason for this is that the problem (3) is multi-
extremal and not regular with respect to parameters (r, τ ) [Ogata et all, 1982]. That is why we vary 
parameters (r, ) on a regular lattice of their values: τ
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and for each pair (r, ) we solve the problem (7), (8) and after all choose those values of (r,τ τ ) for 
which the corresponding maximum value of (7) is the maximal. 

 
Having solved the problem (7), (8) with the “best” pair (r, τ ) for each region, we can introduce 

a main object of investigation - a matrix { } with components: κ α ββ
α( ) , , . . . , ; , , . . . ,= =1 0 1m m
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which we’ll name an influence matrix. Interpretation of its components is rather transparent:  is 

the part (share) of the mean intensity of 

κ α
0
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α -th region, which is pure stochastic;  - a share, which 
is caused by the influence β . From the formula (5) it follows that: 
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In order to investigate the influence effects between different seismoactive regions, we’ll 

estimate influence matrix (11) not over all time interval [0,T] of observation, but independently in 
overlapping moving time windows. 
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