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INTRODUCTION

The Earth is acted on by many different oscillating
fields in a great range of periods. This process involves
partial energy transformations. For example, the energy
of electromagnetic waves coming to the Earth from out-
side excites elastic oscillations in the lithosphere as a
consequence of the converse piezoelectric and seismo-
electric effects as well as other thermodynamic cou-
pling coefficients connecting the two kinds of energy;
elastic stresses appear in the Earth as heat comes in
because of thermoelastic coupling coefficients, etc. The
intensity of external excitation may be small compared
with the forces that act in the Earth, but their influence
depends on the energy saturation in rocks and cannot be
accounted for by linear effects.

Rhythmic synchronization due to external or inter-
nal sources has long been discussed in the geophysical
literature. Seismicity has been reported to be influenced
by solar activity, earth tides, and climatic factors,
among other influences [9, 11, 12, 14, 22, 24, 31, 42].
The synchronization of acoustic signals by electromag-
netic pulses has been detected in laboratory experi-
ments [27].

The question of what the threshold is of external
excitation sufficient for synchronizing a process that is
driven by much greater forces remains open. It is clear
that an energetically open system that is sensitive to
small external excitations must be in a metastable state
[13]. As the system approaches instability, the thresh-
old of effective external excitation decreases. However,
the Earth is under constant bombardment of noise due
to natural and manmade sources. For this reason the
threshold of a detectable effective excitation (including

trigger mechanisms) seems to have a finite value above
the noise level.

A number of studies in seismic noise in the range
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 s have appeared since the late 1990s, after the
installation of the global system of broadband seismic
stations. Tanimoto et al. [47] explain the appearance of
oscillations in the solid earth by air pressure variations.
Kobayashi and Nishida [37] put forward an alternative
hypothesis, supposing that the oscillations are excited
by numerous small earthquakes whose energy is below
the sensitivity of seismic stations. It was shown by
these and other workers that oscillations with periods of
a few minutes can be observed nearly all the time, and
also during quiet time intervals (no large earthquakes).

The appearance of hidden periodic oscillations in
the general stream of small earthquakes and
microseisms identified in [16, 17] also belongs to the
class of phenomena we are discussing. The effect can in
principle be treated in the framework of self-organized
criticality (SOC) [25, 46] where long-range correlation
of seismic events (collective behavior) plays an impor-
tant part.

It has been found [18, 19] that microseisms with
periods of a few minutes also contain some individual
pulses of both symmetric and asymmetrical shapes,
while a certain periodicity may sometimes be apparent
in the sequence of time intervals between successive
pulses.

The appearances of rhythms is a widespread phe-
nomenon in the evolution of nonequilibrium systems
[10]. It is a known fact that chaotic systems show syn-
chronization effects, especially in the region of attrac-
tors [43, 44]. Synchronization in systems dynamics
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—Seismic records of eight IRIS broadband stations were analyzed at distances of 70 to 7160 km from
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coherence measure increased for stations closer to the epicenter. The question of the source of this coherence
remains open. These effects belong to the class of those occurring in dissipative metastable systems; parts of
the terrestrial lithosphere during the precursory periods of seismic catastrophes seem to be such systems.
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may be intermittent, or again, may exhibit stability in
some time intervals (with the Lyapunoff exponent neg-
ative) [33]. Applications often involve chaotic systems
in which the amplitude of oscillation, while remaining
finite, chaotically varies over time from minimum to
maximum and the attractors are cyclic orbits [15, 45].
Such chaotic systems show phase synchronization [43].
Returning to seismology, phase synchronization of
high frequency seismic noise and tides has been noted
to have preceded some Kamchatka earthquakes [14].

The exact physical mechanism giving rise to pulses
and periodic oscillations with periods of a few minutes
in seismology is not yet clear; general theories of catas-
trophes and phase transitions in energetically open sys-
tems need to be specified for inhomogeneous media.
The present study treats this problem using seismolog-
ical observations made before the magnitude 8.3 earth-
quake of September 25, 2003, off Hokkaido. Consider-
able attention was paid to synchronization at spatially
distant sites on the Earthís surface.

THE DATA

The seismic records examined here were generously
provided by the RAS Geophysical Service. They were
made at IRIS broadband stations at a sampling rate of
20 Hz: PET, YSS, OBN (Russia), ERM and MAJ
(Japan), INC (Korea), MDJ and BJT (China). The
amplitude response functions maintain a constant sen-
sitivity for displacement velocity of the instrument base

in the range of periods 0.3 to 357 s [21]. In spite of the
falloff at longer periods, oscillations can be reliably
recorded as long as the 12 and 24-h earth tide peaks. A
typical spectrum can be found in [18].

The station positions (except for OBN) are shown in
Fig. 1; the OBN station (Obninsk) is in European Rus-
sia northeast of Moscow. The September 25 Hokkaido
earthquake occurred at 19 h 50 min GT and the epicen-
ter was at 

 

41.81°

 

 N, 

 

143.91°

 

 E. The stations were thus
at different distances from the epicenter between 70
and 7160 km in different seismogeologic settings.

ASYMMETRICAL PULSES

The raw records were averaged over 20 data points,
i.e., converted to one sample per second; later the Gaus-
sian trend was calculated [9, 19] with an averaging
radius of 100 s to suppress oscillations with periods of
a few seconds due to oceanic microseisms and earth-
quakes.

The records of two of the seven stations examined
contained high pulses with amplitudes greater than the
24-h and 12-h tidal oscillations. This phenomenon is
shown in Fig. 2, where four-day records made from
September 16 to 19, 2003 (days 259 to 262) are dis-
played: the ERM data was recorded at the Erimo station
in southeastern Hokkaido in the subduction zone,
nearly in the epicentral zone of the earthquake in ques-
tion; PET denotes the Petropavlovsk station on the

 

50°

45°

40°

35°

120° 125° 130° 135° 140° 145° 150° 155°

MAJ

ERM

YSS

PET

MDJ

BJT

INC

 

5002501250
km

 

1

2

 

Legend

 

120° 125° 130° 135° 140° 145° 150° 155° 160°115°110°105°

50°

45°

40°

35°

55°

 

Fig. 1.

 

 IRIS seismic stations whose records were used in this study: (

 

1

 

) earthquake, (

 

2

 

) stations.



 

120

 

JOURNAL OF VOLCANOLOGY AND SEISMOLOGY

 

      

 

Vol. 2

 

      

 

No. 2

 

     

 

2008

 

SOBOLEV et al.

 

coast of Kamchatka, also in the subduction zone; the
MDL data was recorded at the Mudanjiang station situ-
ated in a continent (northeast China). The ERM and
PET trace records contain both isolated positive and
negative pulses, and sequences of more frequent pulses
upon the background of 24-h and 12-h tides. A
sequence of positive polarity in ERM was recorded at
16–20 h (day 259), while a negative sequence in the
PET data occupies the interval of 82–98 h (day 262).
There are three significant facts to be noted: (1) the
pulses were only recorded at ERM and PET, which are
in the subduction zone; (2) the times of both isolated
pulses and sequences of pulses differ between ERM
and PET; and (3) the average pulse amplitudes in ERM
are greater than those in PET both in absolute value and
in relation to the range of tidal variations. All these cir-

cumstances taken together suggest that the sources of
the pulses are in the subduction zone. Since we do not
know the real sensitivity of these stations in the range
of minutes and hours, we shall use relative amplitudes
here and below, that is, relative to tides or microseisms
with periods of a few seconds.

Consider the structure of the pulses in more detail.
The ERM and PET trace records contain sequences of
pulses in Fig. 3. The sign in ERM has been reversed
(compared with Fig. 2) for convenience of comparison.
The low-frequency oscillations with periods of a few
hours due to earth tides were removed by subtracting
the Gaussian trend of the radius 1000 s. Successive
pulses follow at intervals of a few thousand seconds.
Looking at pulses 1, 2, 3, and 4 in an extended scale, we
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Fig. 2.

 

 Sample records of the ERM, PET, and MDJ stations made before the Hokkaido earthquake, with microseism noise with peri-
ods of a few seconds being removed. The vertical axis shows displacement velocity in arbitrary units.
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saw that the rise slopes did not last the same time peri-
ods, varying in the range 100–200 s. This range is
within the standard frequency range for the IRIS sta-
tions [21]. It can be seen (Fig. 3) that the relative pulse
amplitudes compared with the high frequency
microseism noise at periods of a few seconds are

greater at ERM. Since the IRIS channels used here
record the vertical velocity component, the pulses
under consideration seem to correspond to a unidirec-
tional vertical step in the instrument base motion. Com-
parison with the horizontal records showed that the
amplitudes of the N–S and E–W pulse components are
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 Some asymmetrical pulses on records of the ERM and PET stations situated in the subduction zone before the Hokkaido
earthquake. The vertical axis shows displacement velocity in arbitrary units. For the other explanations see main text.
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nearly an order below the vertical values, and are com-
parable with the high-frequency noise amplitudes.

Figure 2 may create the impression that isolated
pulses tend to occur around tidal peaks or troughs. Our
analysis of the 25-day interval between September 1
and 25, 2003, showed that no significant correlation
exists between pulse times and tidal peaks or troughs.
The pulse sequences do not coincide either with inter-
vals of distorted tidal oscillations or with periods of
weather-induced intensive high frequency noise. This is
illustrated by Fig. 4 (PET station). Plot 1 shows the
response of the seismic instrument to tidal oscillations.
The theoretical vertical displacement component for
the tidal wave [49] is shown in plot 2; unfortunately, no
strainmeter or tiltmeter tidal observations are available
near PET.

A.A. Lyubushin has developed special software [19]
for identifying high-amplitude low-frequency pulses
(plots 3 and 4). This software performs the following
successive steps: applying an average of 20 to the sig-
nal; elimination of the low frequency Gaussian trend
using the scale parameter (averaging radius) equal to
1000 samples (seconds) to suppress tide-generated
motion; and computation of the Gaussian trend using a
parameter of 100 s to suppress oscillations with periods
of a few seconds due to oceanic microseisms and earth-
quakes.

The detrending operation was carried out as follows.
Let 

 

X

 

(

 

t

 

)

 

 be an arbitrary finite integrable signal in con-
tinuous time. We shall use the phrase ìkernel averaging
with scale parameter 

 

H

 

 > 0 to denote the average value
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 at time 
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 as given by
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where 
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 is an arbitrary nonnegative finite symmetri-
cal integrable function, termed the averaging kernel
[34]. If 
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, the quantity 
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 is called
the Gaussian trend with the averaging parameter
(radius) 

 

H

 

 [9, 19].
The above operations will give a signal at intervals

of 1 s, whose power spectrum lies in the range of peri-
ods approximately between 200 and 2000 s. The same
result could be obtained by using ordinary bandpass
Fourier filtering, but Gaussian trends are preferable,
because they do not generate side-effects due to filter
slope; as well, it is then easier to overcome end-point
effects due to the finiteness of the sample.

The resulting signal was analyzed by our program to
identify high amplitude pulses. To do this, we used the
Haar wavelet expansion [30, 38], namely, after applica-
tion of the direct Haar wavelet transformation we
retained a small fraction (1 – 

 

α

 

) of wavelet coefficients
that were greatest in absolute value, setting 

 

α

 

 = 0.9995.
The next step was to perform the inverse wavelet trans-

X

X t H( ) X t Hξ+( )ψ ξ( ) ξ/ ψ ξ( ) ξd
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+∞

∫ ,d

∞–
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∫=

X

 

formation, yielding a sequence of pulses of sufficiently
great amplitude with intervals of constant values (pre-
viously filled with noise) in between. The operation just
described is known in wavelet analysis [30, 38] as
denoising. The choice of the Haar wavelet for this oper-
ation was suggested by the simplicity of subsequent
automatic identification of rectangular pulses. The
compression level 

 

α

 

 controls the number of identifiable
pulses and the degree of noise suppression.

Positive pulses (plot 3) appeared in the later half of
the interval under study, and were distributed fairly uni-
formly over time. The negative pulses were much more
numerous, while the sequences of frequent pulses men-
tioned above were observed both in the interval of
intensive 12-h tidal oscillations and in the interval of
mostly 24-h oscillations. The sequences occurred upon
the background of undisturbed high frequency oscilla-
tions (plot 5). This plot was obtained by removing the
low frequency trend, with the signals with periods
between 2 and 16 s being left untouched. This shows
that no storm microseisms coming from the nearest
water bodies were present at the time [23].

Plot 1 (Fig. 4) shows an anomalous increase in the
PET seismic response to tides during the last 5 days
before the earthquake. No anomalies in tidal response
have been found at the other stations referred to above
(except ERM). This last station, which was situated in
the subduction zone, ceased operation due to an
unknown cause following several failures. According to
Prof. M. Kasahara, Hokkaido University, the signal
from the automatic ERM station had been available
until the time of the earthquake, and the reason that
nothing was recorded during this period is unknown.

PERIODICITY OF OSCILLATIONS

It was found in our previous work [17, 18] that the
Kronotskii, Kamchatka earthquake was preceded by
oscillations with periods of a few tens of minutes on
records of some stations. The oscillations appeared
with delays of a few hours, both after large teleseismic
events and after large foreshocks of the earthquake just
referred to. We shall examine the records prior to the
Hokkaido earthquake.

We analyzed the periodic structure of microseismic
oscillations by considering sequences of times of
increase in the seismic amplitude above a specified
level. These time series were processed in moving time
windows. An orthogonal polynomial of degree 3 was
used to remove the low-frequency trend within a win-
dow. After detrending we computed a threshold for the
window, equal to the product of the absolute median
deviation (the median of deviations from the median)
and a multiplier (the method parameter) that was usu-
ally varied between 1 and 4. The parameter depends on
the spike amplitude in the signal and is adjusted exper-
imentally. The next step was to examine the sequence
of times of local peaks in the record above the thresh-
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old. The original time series were thus reduced to a
point process consisting of a sequence of times. The
times are similar to the sequence of events in an earth-
quake catalog.

The method used here to detect periodic compo-
nents in a sequence of events was described in [1]. We
considered a model for the rate of events (in the case
under consideration for times of significant local max-

 

–4000
0 5

 

V

 

, 

 

arbitrary unit

 

t

 

, days
10 15 20 25

–3000

–2000

–1000

0

1000

–300

 

D

 

, mm

–200

–100

200

0

100

0

 

Variance

 

1

2

5

3

4

–6

 

Variance

 

0

–4

–2

–8000

 

V

 

, 

 

arbitrary unit

 

–4000

8000

0

4000

5

4

3

2

1

0 5 10 15 20 25

0 5 10 15 20 25

0 5 10 15 20 25

0 5 10 15 20 25

 

Fig. 4.

 

 Comparison of the low frequency component at PET (1) with the theoretical tide for the site of that station (2), times of occurrence
of asymmetrical positive (3) and negative (4) pulses and with the level of microseism noise with periods of a few seconds (5). The arrow
indicates the Hokkaido earthquake occurrence time.
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ima, that is, spikes in the microseism time series) that
was supposed to contain a harmonic component:

 

(2)

 

where the frequency 

 

ω

 

, the amplitude 

 

a

 

, 0 

 

≤

 

 

 

a

 

 

 

≤

 

 1

 

, the
phase angle 

 

ϕ
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ϕ ∈ 

 

[0, 2

 

π

 

] 

 

and the multiplier 

 

µ ≥ 

 

0

 

(which describes the Poisson part of the rate) are model
parameters. The Poisson part is thus modulated by a
harmonic oscillation.

The increment of the log likelihood of a point pro-
cess [28] resulting from consideration of a richer (com-
pared with the random stream of events) intensity
model with the harmonic component of a specified fre-
quency 

 

ω

 

 is [1]

 

(3)

 

Here, the 

 

t

 

i

 

 are the successive times of identified local
maxima in the signal within the window, 

 

N

 

 is their
number, and 

 

T

 

 is the length of the time window. Let

 

(4)

 

The function (4) can be treated as a generalized
spectrum for a sequence of events [1]. The plot of this
function shows by how much a periodic intensity model
is “more advantageous” compared with the completely
random model. Maxima of (4) highlight the frequencies
that are available in the stream of events.

We denote by 

 

τ

 

 the time of the right end-point for
the moving time window of a given length 

 

T

 

W

 

. Actually,
(4) is a function of two arguments: 

 

R

 

(ω, τ|TW), which
can be visualized in the shape of two-dimensional maps
or three-dimensional relief on the plane of arguments
(ω, τ). This frequency–time diagram can be used to
investigate the dynamics of periodic components as
they originate and evolve within the stream under
investigation [4, 16–18].

We divided the last 7 days prior to the Hokkaido
earthquake into two overlapping intervals. The first of
these includes 5760 min (days 262–265 of the year
2003, from September 19 to 22, 2003); the second is
5550 min long (days 265–268, from September 22 to
26, 2003) and terminates before the earthquake occur-
rence time. We note here that the earthquake occurred
at 19 h 50 min on September 25 (day 268). The original
records made at a sampling rate of 20 Hz were com-
pressed by averaging over 600 points down to a step of
0.5 min. The computations were then performed in mov-
ing windows of 720 min at intervals of 30 min. We
searched for maxima of R(ω) in the range of 60 to
240 min.

Figure 5 shows frequency–time diagrams based on
data from five stations, with the station names being
indicated above the diagrams. The plots are given only

λ t( ) µ 1 a ωt ϕ+( )cos+( ),=

∆ L a ϕ ω,( )ln 1 a ωti ϕ+( )cos+( )ln
ti

∑=

+ N ωT / ωT a ωT ϕ+( )sin ϕ( )sin–( )+[ ].ln

R ω( ) ∆ L a ϕ ω,( ), 0ln
a ϕ,

max a 1,≤ ≤=

ϕ 0 2π,[ ].∈

for those stations where periodic oscillations were
identified. These did not appear at MAJ and OBN,
while ERM was not in operation during that period, as
mentioned above. Two large teleseismic magnitude 6.6
earthquakes occurred during the second half of that
period, with the occurrence times being indicated by
arrows. One occurred at 18 h 16 min on September 21
(day 264) at the epicenter 19.72' N, 95.46' E and the
other after an interval of 10 h (day 265) at the epicenter
21.16'N, 71.67' W. Oscillations of periods 160–180 min
arrived after a delay of about 400 min and lasted about
600 min.

The next greatest burst of periodic oscillations
occurred September 25 (day 268) 16 h before the Hok-
kaido earthquake; this is shown in the frequency–time
diagrams of Fig. 6 (the interval 4300 to 5100 min). The
oscillations were only observed at three stations (PET,
YSS, and MDL), and also had periods of about
120 min, in addition to those mentioned above. No
large (M > 5) earthquakes preceded these oscillations.
The common feature in the periodic oscillations
recorded during the last 5 days before the Hokkaido
earthquake consists in the fact that they were most
noticeable at the stations nearest to the epicenter. The
intervals of such periodic oscillations may repeat them-
selves, as is the case with the 2300–3300 min region in
Fig. 6. An analysis of long-term observations (a few
months or years) is required to see whether their occur-
rence before large earthquakes is not accidental, but
this is outside the scope of the present study.

SYNCHRONIZATION EFFECTS

One sign that a nonlinear dynamic system is unsta-
ble before a catastrophe may consist in synchronization
of oscillations, including random noise [43]. The litho-
sphere is just such a system, and it is not ruled out that
the stream of microseisms at different points on the
Earth’s surface is subject to synchronization, especially
immediately before a large earthquake. We have inves-
tigated the phenomenon of synchronization using two
methods.

In the one of these, we estimated the multifractal
measure of synchronization [8, 9] or the evolution of
the spectral measure of coherent behavior exhibited by
variations of the generalized Hurst exponent for differ-
ent sets of stations. We give a summary of the method,
referring the reader to [8, 9] for details.

Let X(t) be a signal. We choose to characterize the
variability µ(t, δ) of X(t) on the interval [t, t + δ) by the
range:

(5)

The Lipschitz–Holder exponent h(t) for a point t is
defined as the limit

(6)
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t s t δ+≤ ≤
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that is, the variability measure µ(t, δ) decays according
to δh(t) as δ  0 in a neighborhood of t.

The singularity spectrum F(α) is defined [32, 40] as
the fractal dimension of the set of t for which h(t) = α
(i.e., those with the same Lipschitz–Holder index).

A singularity spectrum does not exist for all signals,
but only for the so-called scale-invariant ones. Suppos-
ing X(t) to be a random process, we now find the mean
of the µ(t, δ) raised to the power of q:

(7)M δ q,( ) M µ t δ,( )( )q{ }.=

A random process is scale-invariant, when M(δ, q)
decays according to δκ(q) as δ  0 0, that is, when the
following limit exists:

(8)

If κ(q) is a linear function: κ(q) = Hq, where H =
constant and 0 < H < 1, then the process is a monofrac-
tal one. Taking the particular case of Brownian motion,
we have H = 0.5. The process X(t) is monofractal if κ(q)
is nonlinear.

κ q( ) M δ q,( )ln
δ( )ln

------------------------.
δ 0→
lim=
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Fig. 5. Frequency–time diagrams of PET, YSS, MDJ, BJT, and INC stations in the interval 7–4 days before the Hokkaido earth-
quake. The vertical axis shows the period of oscillations in the linear (right) and log (left) scale. The arrows mark the time of teleseis-
mic magnitude 6.6 earthquakes.
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The purpose of raising q to different powers in (7) is
to ascribe different weights to time intervals with large
and small variability measures. When q > 0, the main
contribution to the mean M(δ, q) is due to time intervals
with large variability, while those with small variability
contribute the most when q < 0.

When the spectrum F(α) is estimated in moving
time windows, its evolution can provide information on
the variation of structure in the chaotic pulsations of a
time series. In particular, the position and width of the
support of F(α) (the values ofαmin, αmax, ∆α = αmax –
 αmin and α*, the last being the value at which F(α) is
the greatest: F(α*) = (α)), are characteristics of

the noise. The quantity α* may be called a generalized
Hurst exponent. For a monofractal signal the value of

F
α

max

∆α must be zero, and α* = H. As to the value of F(α*),
it is equal to the fractal dimension of those points for
whose neighborhoods the scaling relation (8) holds.

Below we calculate the singularity spectrum F(α)
using the method of fluctuation analysis after removing
the scale-dependent trends [36] using the software set
described in detail in [8, 9].

One commonly has F(α*) = 1, but there are win-
dows for which F(α*) < 1. We recall that in the general
case (not for time series analysis alone) the quantity
F(α*) is equal to the fractal dimension of the support of
the multifractal measure [32].

We note that the analysis of variations in the multi-
fractal properties of time series resulting from geophys-
ical monitoring observations is a promising trend in the
data analysis for solid Earth physics [8, 9, 29, 48], since
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multifractal analysis is capable of investigating signals
that, viewed from covariance and spectral theory, are
nothing more than white noise or Brownian motion.

The analysis is done in order to detect the effects of
coherent (synchronous) behavior of microseisms with
periods of a few minutes after converting the raw data
to the associated singularity spectra estimated in mov-
ing time windows. Below we characterize the singular-
ity spectra by values of α* at which the spectrum is the
greatest. The values of α* characterize the most typical
singularity, which is most frequently encountered
within a moving window when the noise component of
microseisms exhibits a self-similar behavior. Prior to
this processing, we converted the data to 30-s time
intervals by averaging and by decimating the raw seis-
mograms by a factor of 600 that were recorded at a rate
of 20 Hz.

Time series showing the evolution of α* were
obtained by using a moving window of 1440 30-s data
points, that is, 12 h, with any two adjacent windows
being at a distance of 120 points or 1 h. Polynomials of
degree 4 were used to remove scale-dependent trends
[8, 9].

The subsequent analysis was performed in order to
detect coherent variations in α*. Coherent elements of
behavior that could have a phase shift and be observed
at several stations simultaneously were identified by
estimating canonical coherences in moving time win-
dows as developed by Lyubushin [2] to search for earth-
quake precursors in data supplied by low frequency
geophysical monitoring. The analysis to be given below
essentially follows the technique used in [8] to investi-
gate variations in the generalized Hurst constant.
Lyubushin et al. [5, 7] applied this method to the anal-
ysis of multivariate hydrologic and oceanographic time
series. Sobolev and Lyubushin [20] used this spectral
measure of coherent behavior to identify synchronous
effects in low frequency microseisms recorded at sev-
eral stations before the December 26, 2004 Sumatra
earthquake.

The spectral coherence measure λ(τ, ω) is con-
structed as the modulus of the product of component
canonical coherences

(9)

Here, q is the total number of time series simulta-
neously analyzed (the dimension of the associated mul-
tivariate time series), ω the frequency, τ the time coor-
dinate of the right end-point of the moving time win-
dow consisting of a certain number of adjacent data
points, and νj(τ, ω) is the canonical coherence of the jth
scalar time series, which describes the strength of cou-
pling between this series and the other series.

λ τ ω,( ) ν j τ ω,( )
j 1=

q

∏= .

The quantity |νj(τ, ω)|2 is an extension of the usual
quadratic coherence spectrum between two signals to
the case of a vectorial, not scalar, second signal. The
inequality 0 ≤ |νj(τ, ω)| ≤ 1 holds and, the closer the
value of |νj(τ, ω)| to unity, the stronger is the linear cou-
pling connecting the variations at a frequency ω in the
time window having the coordinate τ of the jth series to
similar variations in all the other series. Accordingly,
the quantity 0 ≤ λ(τ, ω) ≤ 1 describes (by construction)
the effect of the combined coherent (synchronous, col-
lective) behavior of all the signals. We note that, by
construction, the values of λ(τ, ω)) belong to the inter-
val [0,1] and, the closer a value is to unity, the stronger
is the coupling between variations of components of the
multivariate time series Z(t) at a frequency ω for a time
window with the coordinate τ. It should be stressed that
absolute values of λ(τ, ω)) can only be compared for
the same number (q) of simultaneously processed time
series, because λ decreases as a product of q quantities,
all below unity, as shown by (9).

Implementation of this algorithm requires an esti-
mate of the spectral matrix for the original multivariate
series available in each time window. We have chosen
to use a third-order vectorial autoregressive model [41].
The function λ(τ, ω)) was obtained using a time win-
dow of 109 values as the length of the time window.
Since each value of α* was based on a time window of
12 h, and the windows were moved at intervals of 1 h,
the length of the time series for estimating the spectral
matrix is (109 – 1) · 1 + 12 = 120 h = 5 days. All the tech-
nical details for calculating (9) can be found in [2, 9].

The results of the foregoing analysis are as follows.
The largest set involved in the calculation consisted of
six stations, namely, YSS, MDJ, INC, BJT, PET, and
OBN. The records of ERM and MAJ were not used,
because the first of these (see above) did not record
microseisms during the final period (days 265 to 268),
while the second was not in operation between days
251 and 258. It was found (Fig. 7) that synchronization,
as derived from records of the six stations, was seen two
days before the earthquake (the interval from 33000 to
35000 min). The synchronization involved periods of
3 h (frequency 0.005 1/min) and longer. As the number
of stations decreased, the amplitude of λ(τ, ω))
increased in accordance with (9). One significant cir-
cumstance consisted in the fact that, when all combina-
tions of three stations were tried, the effect was the
most pronounced for those closest to the Hokkaido
earthquake epicenter. The frequency–time diagram for
these stations (YSS, MDJ, and INC) is shown in
Fig. 8.Three features are to be noted: (a) synchronization
with period ~3 h (frequency ~0.005 1/min) began 9 days
before the earthquake (23000 min); (b) synchronization
failed in the interval 29000 to 31 000 min, followed by
subsequent recovery; (c) the synchronization was the
most pronounced and in a wide range of periods two
days before the earthquake (33000 to 35000 min). The
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interval of failed synchronization was identical with the
time of occurrence of the large earthquakes indicated
above; this is naturally explained by the different arrival
times of the seismic waves at the stations.

We note that there is an analogue of (9) which
involves, not the canonical coherences, but the canoni-
cal correlations between wavelet coefficients at differ-
ent levels of detail available in the orthogonal expan-
sions of the original signals in a moving time window.

One thus obtains a wavelet measure of synchronous
behavior pertinent to the components of a multivariate
time series [3, 6, 9]. Sobolev and Lyubushin [20] used
both of these measures, i.e., the spectral and the wavelet
ones, in order to detect synchronization effects.

The previous method for detecting synchronization
effects was to convert raw 30-s data to time series of the
generalized Hurst constant for singularity spectra esti-
mated in moving time windows. It is also advisable to
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Fig. 7. The evolution of the spectral measure of coherent behavior for variations in the generalized Hurst exponent estimated in
moving time windows of 12 h at intervals of 1 h for six stations: OBN, PET, BJT, INC, YSS, and MDJ. The arrow marks the time
of the Hokkaido earthquake.
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attempt to use values of the ordinary Hurst constants for
the same purpose.

We recall that the ordinary Hurst constant H [32, 35,
39] for a time series is estimated as the slope in a linear
regression between ln(RS(s)) and ln(s). Here, s is the
length of the time interval, RS(s) is the mean ratio of the
range (the difference between the greatest and least val-
ues) of accumulated sum of deviations from the sample
mean to the sampling estimate of the standard deviation
on all time intervals of length s. The value of RS(s) is
calculated by averaging over all intervals of this length
that are accommodated by the available time series
sample, that is, one has RS(s) ~ sH. For a self-similar
time series Z(t) whose power spectrum SZZ(ω) behaves
according to the power law SZZ(ω) ~ ω–α as ω  0,
one has α = 2H + 1, the value of RS(s) being calculated
for the increments x(t) = Z(t + 1) – Z(t).

The relation SZZ(ω) ~ ω–α is commonly used for a
popular and rapid method of estimation of the Hurst
constant H = (α – 1)/2 through the slope α of the power
spectrum in a log–log plot, that is, as the slope in a lin-
ear regression ln(SZZ(ω)) and –ln(ω). If we try to use
this method to estimate the variation of the Hurst con-
stant in moving time windows, we have to estimate the
spectral exponent α from short samples. However, esti-
mates of power spectra are subject to statistical fluctu-
ations (because of the shortness of the sample), which
are also reflected in estimates of α.

An alternative method for calculating the spectral
exponent α is to make use of the orthogonal wavelet
expansion of signal fragments in a current time win-
dow. The Hurst constant can be estimated from the rate
of growth of the mean squared absolute values of wave-
let coefficients [38]:

(10)

Here, the  are coefficients of the orthogonal dis-
crete wavelet expansion of a sample of a self-similar
time series, k = 1, …, m is the number of the level of detail
available in the expansion, and N(k) is the number of wave-
let coefficients at the level of detail k, N(k) ≤ 2(m – k). In that
case, similarly to the relation for the rate of growth of a
power spectrum, we have Wk ~ (sk)2H + 1, where sk is the typ-
ical time scale of the level of detail k. Since sk = 2k–2(k + 1), it
follows that

(11)

It thus appears that the slope of the least-squares line
based on ( Wk), k) pairs gives an estimate for 2H +
1. This method of estimating the Hurst constant is less
subject to statistical fluctuations than that in terms of
the spectral exponent because of the relatively short
sample length within the moving window, by virtue of
the averaging (10).

Wk c j
k( ) 2

/N k( ).
j 1=

N
k( )

∑=

c j
k( )

Wk( )2log k 2H 1+( ).∼

(2log

For the data under consideration, the following sim-
ple measure of synchronous behavior based on the esti-
mate of the Hurst constant from (11) has turned out to
be unexpectedly efficient. After passage to 30-s time
intervals, the Hurst parameter H was estimated in mov-
ing time windows 2880 values long (1 day) at intervals
of 120 values (1 h). In order to exclude the influence of
tidal variations, we removed a polynomial trend of
degree 8 in each window and calculated the wavelet
power spectrum (10) based on the residuals. We chose
to use the optimal orthogonal Daubechies wavelet, with
the number of moments set equal to zero being 2 to 10;
the wavelet realizes the minimum entropy for the distri-
bution of squared wavelet coefficients [38] for the first
8 levels of detail in the wavelet expansion (scales or
“periods” between 1 and 256 min at intervals of
0.5 min).

We denote the estimate of the Hurst parameter for
the kth time series as a function of τ by Hk(τ), which is
the time coordinate of the right end-point of the time
window. The detrended values of Hk(τ) based on the
residuals assumed both negative and positive values.
We then take those time windows for which these esti-
mates are positive. The special interest in the positive
estimates is related to the fact that the Hurst constant
for a self-similar process must lie between 0 and 1 [32,
39]. For this reason the inequality Hk(τ) > 0 provides
indirect evidence for fractal self-similar behavior of the
low frequency seismic noise. Consequently, it is of
interest to find such time windows for which the esti-
mates of the Hurst constant are positive for all the pro-
cesses under simultaneous analysis, since this indicates
some low frequency synchronization. Such windows
can be found using the measure

(12)

The quantity (12) is obviously zero, if the estimate
of Hk(τ)) is not positive at least for one signal.

Synchronization based on (12) was apparent from a
joint analysis of records made at five stations (YSS,
MDJ, INC, BJT, and PET) (Fig. 9a) and their variable
combinations of two to four stations. The synchroniza-
tion failed when the OBN records were included. It
appears from Fig. 9a that the variations of H had two
maxima two days before the Hokkaido earthquake,
around 34000 and 35000 min.

When variants with equal numbers of stations are to
be compared, we are justified in comparing absolute
values of χ(τ) in accordance with (12). Various combi-
nations of three stations have led us to the following
conclusions. The best result was achieved with YSS,
MDJ, and INC, the value of χ(τ) being 0.03 (Fig. 9b).
It was only the last (before the earthquake) anomaly,
around 35000 min, which was well-pronounced. The
above three stations are the closest ones to the epicen-
ter. When YSS was replaced with PET, the result was to

χ τ( ) max 0 Hk τ( ),( ).
k

∏=
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diminish the amplitude to 0.018 (Fig. 9c), with the best-
pronounced anomaly being that around 34000 min.

RESULTS AND DISCUSSION

One outstanding feature of the microseism structure
observed before the Hokkaido earthquake was that the
records of the ERM station, which is situated in the epi-
central zone of a large earthquake (magnitude 8.3), con-
tained pulses lasting 100 to 200 s whose amplitudes
were considerably above the level of usual microseisms
having periods of a few seconds and above the response
of the seismic instrument to earth tides (Figs. 2, 3). One
would like to know the extent to which that phenome-
non is unique. The answer has to wait for new data,
until a seismic station will again happen be near the epi-
center of a large earthquake, especially if this should
occur in a subduction zone.

What we can do at present is to compare ERM
records made in September 2003 (before the Hokkaido
earthquake) with records made during a similar interval
of time following the termination of the aftershocks in
2006. Figure 10 presents such a comparison for days
259–262 in 2003 (plot 1) and in 2006 (plot 3). No
asymmetrical pulses were recorded in 2006. The
records of a station far from the subduction zone (MDJ,
plots 2 and 4) are also shown. The correlation coeffi-
cient between the ERM and MDJ trend components
(plots 3 and 4), when recorded during the quiet period,

reached 80%, with a corresponding time shift due to the
position of the ERM station somewhat to the east. The
coefficient was somewhat smaller (76%) during the
precursory period of the Hokkaido earthquake (plots 1
and 2).

From this analysis we can draw the following con-
clusions: (a) the pulses appeared in the subduction
zone; (b) their occurrence is not an invariable property
of the station installed in the subduction zone; and (c)
there is probably a cause-and-effect relationship
between the precursory processes of the Hokkaido
earthquake and the occurrence of pulses with periods of
a few minutes.

It is also advisable to discuss the relationship
between the occurrence of frequent and similar-shaped
asymmetrical pulses and the precursory processes of
large earthquakes. We are in a position to do so based
on data recorded at the same station (PET) before two
earthquakes. Figure 2 (plot PET) presents an example
of such a sequence six days before the Hokkaido earth-
quake in the interval 82 to 98 h. We remind the reader
that Sobolev et al. [18] described the occurrence of a
sequence of unidirectional pulses at the PET station a
few days before the magnitude 7.8 Kronotskii, Kam-
chatka earthquake of December 5, 1997. The morphol-
ogy of these sequences is illustrated in Fig. 11. Plots 1
and 2 cover 2-day intervals before the Kronotskii and
Hokkaido earthquakes, respectively. While the records
are generally similar, the pulse amplitudes are several
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Fig. 9. Estimating the synchronization measure χ(τ) (12) in moving windows of 24 h: (a) for stations BJT, INC, MDJ, PET, and
YSS; (b) for stations INC, MDJ, and YSS; (c) for stations INC, MDJ, and PET. The arrow marks the time of the Hokkaido earth-
quake.
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times greater in plot 1. This may have been due to the
fact that PET was 300 km from the Kronotskii epicenter
and 1750 km from the Hokkaido epicenter. However, a
straightforward comparison is difficult because of the
different magnitudes, 7.8 and 8.3, respectively. The
analysis suggests the following: (a) the occurrence of
sequences of asymmetrical pulses with periods of a few

minutes before the Hokkaido earthquake is not a unique
phenomenon; (b) the pulses were identified on records
of the stations situated in the subduction zone; and (c)
to investigate the temporal relationship between the
pulses and the future earthquake we need longer obser-
vation times; this possibility, combined with the enor-
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shocks in 2006 (3, 4).



132

JOURNAL OF VOLCANOLOGY AND SEISMOLOGY      Vol. 2      No. 2     2008

SOBOLEV et al.

mous amount of raw data required (tens of GB), is out-
side the scope of the present study.

CONCLUSIONS

(1) Stations situated in the subduction zone recorded
asymmetrical microseism pulses lasting 3–10 min a
few days before the magnitude 8.3 Hokkaido earth-
quake. No such pulses were recorded by stations out-
side the subduction zone. Similar pulses were also
recorded before the magnitude 7.8 Kronotskii earth-
quake of 1997. Creeping movements are here suggested
as the cause of these pulses.

(2) Synchronous pulses of microseism noise with
periods of 1–3 h were recorded a few days before the
Hokkaido earthquake at stations as far from the epicen-
ter as 3100 km. The noise coherence measure was

greater at stations nearer to the epicenter. What the
source of this coherence was remains an open question.

(3) The above effects are similar to those arising in
dissipative metastable systems; such systems seem to
be parts of the Earth’s lithosphere during the precursory
periods of seismic disasters.
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